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Abstract:

Nonlinear integral and integro-differential equations are usually hard to solve analytically and exact solutions are
rather difficult to find out. There are many numerical and series solution methods are found in the literature. They are
such as the Legendre wavelets method, the Haar function method, finite difference method, finite element method,
the hybrid Legendre polynomials and block-pulse functions and many other semi-analytical methods. The Adomian
decomposition method and recently developed differential Transform method are separately applied for the solution
of nonlinear Fredholm integro-differential equation. Both the methods are used successfully and the exact solution of
the problem is obtained.

Key words: Adomian Decomposition method(ADM), Adomian’s polynomial, Differential Transform method(DTM),
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1.Introduction:

The objective of the decomposition method is to make possible physically realistic solutions of physical systems
without the usual modeling and the solution compromises to achieve tractability. Since the beginning of the 1980s,
George Adomian[1-7] has initially presented and developed a so-called decomposition method for solving linear or
nonlinear problems such as ordinary and partial differential equations and also linear integral equations. Adomian’s
decomposition method (ADM) consists of splitting the given equation into linear and nonlinear parts, inverting the
highest-order derivative operator contained in the linear operator on both sides, identifying the initial and/or boundary
conditions and the terms involving the independent variable alone as initial approximation, decomposing the unknown
function into a series whose components are to be determined, decomposing the nonlinear function in terms of
special polynomials called Adomian’s polynomials, and finding the successive terms of the series solution by
recurrent relation using Adomian’s polynomials. ADM is quantitative rather than qualitative, analytic, requiring neither
linearization nor perturbation, and continuous with no resort to discretization and consequent computer-intensive
calculations. Large classes of linear and nonlinear differential equations, both ordinary as well as partial, can be
solved by the Adomian decomposition method [1-7]. A reliable modification of Adomian decomposition method has
been done by Wazwaz[8]. Latter, the accuracy of Adomian decomposition method has been improved by Jiao et
al.[9]. An efficient modification of ADM has been developed by Luo [10]. The decomposition method provides an
effective procedure for analytical solution of a wide and general class of dynamical systems representing real
physical problems [1-5]. This method efficiently works for initial-value or boundary-value problem and for linear or
nonlinear, ordinary or partial differential equations and even for stochastic systems. Moreover, we have the advantage
of a single global method for solving ordinary or partial differential equations as well as many other types of equations
such as integral equation, integro-differential equations.The solution of extraordinary differential equation has been
obtained through Adomian decomposition method by the researchers in[12-13]. The application of Adomian
decomposition method for the solution of linear and nonlinear Volterra-Fredholm integro-differential equations has
also been established by Ine. and Cherrualt[11].

Kaya et al[14-20] have successfully applied decomposition method to different types of linear and nonlinear equations,
viz. coupled Viscous Burgers’ equation, generalized nonlinear Boussinesq equations and generalized Fifth Order
KdV equations, coupled Schrodinger-KdV equation, Kadomtsev-Petviashvili equation, generalized KdV and RLW
equations, Sine-Gordon equation, generalized Hirota-Satsuma coupled KdV equation, generalized Regularized Long-
Wave equation, KdV equation, generalized Burgers-Fisher equation, compound KdV-type and compound KdV-
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Burgers type equations, Klein-Gordon equation, seven-order Sawada-Kotara equations, (2+1)-dimensional Boussinesq
equations and (3+1)-dimensional KP equation, system of two dimensional Burgers’ equations, two dimensional Sine-
Gordon equations, Coupled higher-dimensional Burgers’ equations, Whitham-Broer-Kaup equations, combined KdV-
MKdV equation, modified KdV equation, Lienard equation, NLS equation and generalized modified Boussinesq
equation, etc.

The convergence of Adomian decomposition method and the application of this method non- linear integral
equations, evolution model, Lorenz’s equation, Cauchy Problem, diffusion-convection problem, fourth-order semi-
linear diffusion equation, Wave equations, Boundary value problems, Kortweg-de Vries equation and linear and
nonlinear Volterra-Fredholm integro-differential equations have been established by notable researchers Cherrualt,
Abbaoui, Inc. and others[21-28].In this connection, it is worthwhile to mention that the lot of valuable research
works by applying Adomian decomposition method are available from the notable works of Wazwaz [29-33].

The decomposition method does not change the problem into a convenient one for the use of linear theory. It,
therefore, provides more realistic solutions. It provides series solutions which generally converge very rapidly in real
physical problems. When solutions are computed numerically, the rapid convergence is obvious. The method makes
unnecessary the massive computations arising in the use of discretized methods for solution of partial differential
equations and integral equations. No linearization or perturbation is required. It provides an effective procedure for
analytical solution of a wide and general class of dynamical systems representing real physical problems. There are
some quite significant advantages over other method which must assume linearity, 'smallness”, deterministic behavior,
stationarity, restricted kind of stochastic behavior, uncoupled boundary conditions, etc. The method has features in
common with many other methods, but it is distinctly different on close examination and one should not be misled by
apparent simplicity into superficial conclusions.

To justify the ADM,we have applied another newly introduced method, known as Differential Transform Method
(DTM) in this connection.

The classical Taylor series method is one of the earliest techniques to many problems, especially ordinary differential
equations. However, since it requires a lot of symbolic calculation for the derivative of the function, it takes a lot of
computational time. Here we introduce the updated version of the Taylor series method which is called differential
transform method (DTM).The concept of differential transform method (DTM) was introduced by Zhou[34] (1986).
This scheme is based on the Taylor series expansion to construct analytical solutions in the form of a polynomial by
means of an iterative procedure. Recently researchers have applied the DTM to obtain analytical solutions for linear
and nonlinear differential equations such as in two point boundary value problem by Chenand and Liu|35], in the
KdV and MKdV equations by Angalgil and Ayaz[36], in the nonlinear parabolic-hyperbolic partial differential
equations by Biazar et al.|37], inthe two-dimensional nonlinear Gas dynamic and Klien-Gordon equations by Jafari
et al.,[38]. Differential transform method (DTM) is also applicable for solving differential as well integral equations
and integro-differential equations both in linear and nonlinear forms.

2.Mathematical Aspect of Adomian Decomposition Method(ADM):

Consider the Integro-differential equation in the form
Llu(x)] = f(x) + N[u(x)], |

where Lis a linear differential operator, f(x) is a known function of x and N[u(x)] is a non-linear

integral operator.Adomian decomposition method defines the unknown function u(x) by an infinite series
xR =Rpadx), === ssseneews (2)
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where the components u; (x) are to be determined by using recurrence relations.

Define v(x) = Y7o A*.uy (x), A being a parameter and then v(x) = u(x) for A = 1.

The non-linear part N[u(x)] can be decomposed in an infinite series of Adomian polynomials
given by
N [u(x:)] = ?020 Ai (UO,ul ui). ............... (3)

where A;’s are the Adomian polynomial defined by

1 d
Ai(uo Uy, e Wy ) = [E .ﬁ{N(v(x) M=o,  fori=012,-
= [5 .dd—;{ N oo A e () Dazo, for i=0,12,. +veerees “4)

From (1) after using (2) and (3) one can write,

e}

Zui ) = L) + LY 4 (o e @) | oo 4(@)
gy

i=0 i
Proper choice of first few termsuy(x),u; (x) etc.can lead to a exact solution

of the nonlineal dif ferential equation or nonlinear integro — dif ferential equation.

3. Mathematical Aspect of Differential Transform Method (DTM):

The basic definition and the fundamental theorems of the differential transform and its applicability
for various kinds of differential and integral equations are given in the references [34-38]|.The
transformation of the kth derivative of a function u(x) in one variable is denoted by U, and defined by

1 dk
Ue = gaxk

u(x) . (5)

X=Xp

and the inverse transformation is denoted by u(x) and defined by

u(x) = z U lx—x) ... (6)
k=0

The following theorems can be deduced from (5) and (6), assumingu(x), f(x) and g(x) €
C"** . That is u(x), f(x) and g(x)are continuously dif ferentiable functions upto order
(n + k). Denote nth order derivative of f(x) by f ™ (x).
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Theorem1: If u(x) = A1 f(x) + 2,9(x) ,then U, = A,1F, + 1,G,,,
where A, and A, are constants.

k +n)!
Theorem 2: If u(x) = Af™ (x),then U, = AFn+k(k—)
k
Theorem 3: If u(x) = Af(x)g(x),thenU, = A ) FGy_;
7=0
Theorem 4: If u(x) = A(x — xg)™ ,then U, = A6(k — m) ,where

6(k—m):{10’ I{f:;: (m =0 is an integer.)

Theorem5: If u(x) = g,(x)g2(x) ..... gn—1(x) g, (x) ,then

k kn 1 k{ k)_
= > > DD Galk)Gylky = k) e Gy Uenor = Hen )G (K = ki),
kp-1=0 kn-2=0 k2=0k1=0

1 dki—ki-—1)

where G;(k; — k;_1) = (ki — ki—1)! dxki—ki
i {=1J*

)g,-(x),k(]:()andkn = k.

X
G—
Theoremé6: If u(x) = J’ g(t)dt then U, = i;{l ) k=>1.
X
X
Theorem 7: If u(x) = f g1(t) g (t) ..... g, (t)dt ,then
xp
1 k=1 kn—1 ks
Uy =E Z Z Z Z Gy (k1) Go(ky — ky) . Gy (Kp—q — k) Gy (ke — k4
ky—1=0ky—3=0 k=0 k=g
-1).

For solving Fredholm integral equation, the following relation is useful and can be derived from
Theorem 7 and relation (6),

b
f 91020 o Gus (O gn (D)t

= k=1 k2
1
= ; E[((b —x0)* — (a — x0)*)] x kZ:O kZU G (k1)Gy(ky — ky)G3(k — ky — 1)

Differential transform for some basic functions:
/-l.k

(D) If u(x) = e**,then Uy, = s
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k

a X
(ii) If u(x) = sin(ax + b), then U, = — sin (n_ + b) :
k! 2
a* X
(iii) If u(x) = cos(ax + b),then U, = 1 €08 (? + b) :

4. Solution of the non-linear Fredholmintegro-differential equation by ADM

m
i 7 T 1
@ (x)= §ce::vs::c + Esinx + EJ‘ sin(x — tu? (Odt, ... (7)
0
subject to the initial conditions u(0) = 0,u (0) =0 .

Here the known function is given by
s

7
fi(e) = Ecosx + >

sinx and N[u(x)] = %j sin(x = Hu? ()dt  ..... (8)
0

We can derive Adomian polynomials (using (4)) as

Ay = —;J:sin(x —t)[u3 (£)]dt

A = —; jﬂ " sinCx — £) [2ug (Ou: (O)]dt

i f " st =6 Ruglehus () £ ui )it
2 0

A; = —; J; ir[sin(Jnc —t) [2uy ()usz (t) + 2wy (Hu,(t)]dt, "1 o 9

2
For the equation in (7), the linear operator L = %. Operating L™ on both sides of (7) and

using initial condition, one gets

7 1"
() =11 3 COsX - %Sinx] + L1 _ZJ sin(x — )[u? (t)]dt
0

- g (1 — cosx) + g (x — sinx) + —;L_l j:sin(x —t)[u? (t)]dt

co [ea]

Using u = Zui (x)and N(u(x)) = ZA; (ug,uq .... u;); and equation (8), one gets
i=0 i=0
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oo

7 T -
z (%) = 3 (1 —cosx) + 0 (x — sinx) + L1 Z A;(ug, uq ... uy)

i=0 i=0
............... 9(a)
We consider ug(x) = k(1 — cosx), where k is a constant with
uy(0) = ub (0) = 0. Now defineu,(x) by
7 s ; 1
iy (x) = —uy(x) + 3 (1 —cosx) + E(x — sinx) + L™ Ag(uy), ozl i)
1 2 o (" 2
where, Ay(uy) = Ef sin(x — t)[ ug (t)]dt = 3 k f sin(x — t)(1 — cost)“ dt
0 0
— 2 [ 4 T . ]
= 3 coSsx > sinx
7 [
Then,ui(x) = —k(1 — cosx) + 3 (1 —c¢osx) + 5 (x — sinx) + L™* Ay (ug)
4 b4
and L 1Ay(up) = k? [—5(1 — cosx) — E(x - sinx)]
_ (7 4.7 24 T y
Therefore,u; (x) = (5 = g~ gk ) (1—cosx)+(1—-k )E(x — sinx).
We choose k=1 and one gets u; (x) = 0, Vx and then uy(x) = 1 — cos x
seaswsiCEL)
Now, we can develop a recurrence relations from 9(a) and (10) as
W S A My, e Wi=g) )i FOFE=2,3, 0000 (12)

It can be shown that all the u;(x)(for n = 2) can be derived from (12)
inthe form of recurrence relation and all of them become zero
i.e. ui(x) =0, ¥xand fori= 2,34 s

Therefore we have derived the exact (closed form) solution of the non-linear Fredholm
integro-differential equation (7) as u(x) = X2 u; (x) = 1y (x) =1 — cos(x).

5. Solution of the non-linear Fredholmintegro-differential equation by DTM

s

i 7 T 1 _ §
u )= Ecosx + Esmx + Ef sin(x — t)u” (t)dt, v e (13)
0

subject to the initial conditions u(0) = 0,u (0) = 0.
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Taking kth order derivative on both sides of (13) then dividing by k! and putting x = 0.one gets

+:fr1 (kn+ )
Zkism X

71 km
(k+1D)(k+2)Upyy = 371608 (7+ x)

x=0

1 1f t) 2(t) dt
T tE-E) W
0
G I _ 7 1 kn i T 1 kn
T T ATk
T
1 1 km
= o [ 2
+ 2kt 2)!fsm( 5 t)u (t)dt v eee e (14)
0
- m
k=1
(-1)2 f cost.u?(t)dt ,when, k = odd integer
T rkm 3 i
Now,[ sin (? - t)u (t)dt =+ 4
0 k—
(-1) 7z f sint.u®(t)dt , when, k = even integer
\ 0
T g
Let a = f cost.u*(t)dt and p = | sint.u®(t)dt
0 0
T krm = A
—_— J’ _— (? B t) e = (- 1) y for k = odd integer
0 (- 1) ﬁ . for k = even integer
When k = odd integer. from (14). one gets
L - —1 1 = fi 1
1= ] —]
Upgr = 2(k+2)'( ) 2(k+2)!( Y2 «a,fork=135,.. ..(15)
and when k = even integer, from (14). we get
U 4 1 i a fork=10,2,4 16
e 2 —
k2 = 3(k+2)'( ) +2(k 2)‘( 1)z B for 2.4 ... .. (16)

We have,U, = 0 and U; = 0, from definition. Now from (15) and (16) we get,

for k=0: U2=Z—B=>ﬁ=4(Z—U2)

fork=1: Uy=Z+S=a=12(U3-25)

Y A e . SN W By || | A% =
For k=2: Uy = =37+ 30 st t G- U2) =2 U= - 3550
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1 s 12

For k=3: U5 2(5') + 2(5!)0.' - 2(51) 2(57) (12”3 ﬂ.') = U5 = mu:g
When k = odd integer:
-0
T 1 k—2 T (-1)2
2 +——(-1)7 —_—
U2 = 507 2)1( )7 Pk Y 712 (Us - 12) = Uiz = (6U) o5
k-2
ie. Upyp = (6U3)& for'k =1.35.:
(k + 2)!
k+1
oo o (1)
This implies, U, = (6U3)Wfor ki=3,5,7 «ccn v (17)
When k =even integer:
7 4 k k+2 7
S L E o i S -
Uiz 3(k+2)!( ) 2(k+2)'( )7 (6 U‘*)
k
(-1)2
= Upy2 = (2Uz)m
(-12
—1)2
Le. Upsr = (Zuz)m fork =2,4,6.....
k-2
(-1)2
This gives us, U, = (ZUZJT fork =2,4,6 .. sl 1B )
then u(x) = z Upx® = z U,.x* + Z Ug.x* , (since Uy = U; = 0)
k= k=0(2) k=1(2)
(17 0T,
=, 2 2
= (2U,) —(ka =+ (6U3) ( )i
k=2(2) ' k=3(2) '
~u(x) = 2U,(1 — cosx) + 6U3z(x — sinx) s 19

Using the relations (17), (18), (19); and
T 1T
a =f cost.u*(t)dt and B =f sint.u?(t)dt,
0 0

one gets,
u?(x) = 4U%(1 — cosx)? + 36U%(x — sinx)? + 24U,U3(1 — cosx) (x — sinx)

T
o =f cost.u?(t)dt
0
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g s
= 4U% f (1 — cost)?cost dt + 36U32f (t — sint)? cost dt
0 0
+ 24U, U, f (1 — cost)(t — sint) cost dt
0

T
and B =f sint u?(t)dt
0

s

= 4U? f (1 — cost)?sintdt + 36U% f (t — sint)? sint dt
0 0

(3
+ 24U,U, f (1 — cost)(t — sint) sint dt
0

5 5 (3T n? 4
Then @ = —4U2m — 36U (—) — 240505 (=4 =) (20)

2 4 3
d —4U2(8) 36U% z 8 + 24U,U (37{) 21
an B =4U; 3 3\ 73 2Y3 (7 wenen (21)
7 B\* T a2 72 4\ /7 B\,mT «a
or, a——47r(g—z) — (541) (1_2+E) _24(T+§) (E_Z)(E+1_2) ~(22)

nis = (G- +u(5- ) o E)G-DGr ) o

From the coupled equations(22) and (23) we get the values of a and  (Using MATLAB

8 . . 7 1 T+a
program) asa = —m, = 7 and which give us, U, = s —% = U, = = and Uz = e
m—=m
o 0

Then from (19),u(x) = 1- cos(x), is the exact (closed form) solution of the nonlinear
integro-differential equation (13).

6.Conclusion:

We have used two different decomposition methods (ADM and DTM) for finding solution of a nonlinear integro-
difterential equation (7). For ADM. it is observed that if we can adjust properly the values of first few terms
(up(x), uy(x) etc.) then we can reach very near to the axact solution in term of series solution; and even to the
exact solution as shown in our case.

In case of DTM ,we have reached to a coupled nonlinear equations (22) and (23). and these equations are solved
graphically by MATLAB for finding values of ¢ and 3. By DTM we also have achieved the exact solution. If we

are not able to reach to the closed form solution, in any case, then we can compare the series solutions obtained by
ADM and DTM, numerically using MATLAB code.
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